A Review of Data Mining Techniques for Failure Prediction in Continuous Casting

With advances in technologies in recent years, the Internet of Things (IoT) has seen an explosion in the development of sensing devices gathering and producing ubiquitous amounts of high-volume and high-velocity data contributing to the big data environment. Today, Industry 4.0 is driving advances in innovative technologies to help digitize manufacturing processes, enabling businesses to make more informed decisions. Sensors play a fundamental role in either monitoring or controlling the continuous casting process. Sensors continuously collect and transmit measurements and contain rich information about the condition of equipment. This paper explores the use of data mining techniques to generate failure prediction models where the pre-failure conditions are learned from historical sensor data. The suitability of two failure detection approaches, anomaly detection and classification, are reviewed in collaboration with Tata Steel UK. Ultimately, this information will be applied in real time to predict future failures and to assist in optimizing the scheduling of maintenance.

The Internet of Things (IoT) has seen an explosion in the development of sensing devices gathering and producing ubiquitous amounts of high-volume and high-velocity data contributing to the big data environment. Today, Industry 4.0 is driving advances in innovative technologies to help digitize manufacturing processes, enabling businesses to make more informed decisions. Sensors play a fundamental role in either monitoring or controlling the continuous casting process. Sensors continuously collect and transmit measurements and contain rich information about the condition of equipment. This paper explores the use of data mining techniques to generate failure prediction models where the pre-failure conditions are learned from historical sensor data. The suitability of two failure detection approaches, anomaly detection and classification, are reviewed in collaboration with Tata Steel UK. Ultimately, this information will be applied in real time to predict future failures and to assist in optimizing the scheduling of maintenance.
effectively manage and manipulate big data to be able to extract useful information.

There is extensive and well-documented research within the field of failure prediction. Existing research includes model-based approaches, signal processing and knowledge-based methods. Data mining includes traditional statistical methods and machine-learning techniques to extract insight from data. However, there is limited research that considers extracting industrial big data and applying machine-learning techniques, specifically data mining, for predictive maintenance purpose. There is no known research that takes a holistic approach to applying the methods discussed within this paper to inform on machine maintenance for continuous casting of steel. Therefore, the aim of this paper is to review a range of machine-learning and data mining methodologies and to explore their potential application to failure detection in logged continuous caster sensor data.

Sensor-Based Failure Prediction

Sensor analytics is “the statistical analysis of data that is created by wired or wireless sensors.” Sensor analytics focuses on detecting patterns within sensor data. Some examples include alerting a medical practitioner of a patient’s health, informing a data administrator about changes in an air conditioning system’s functionality or the steel industry application considered within this paper — to highlight abnormalities in machine performance and predict potential failure of key continuous caster components. There are a range of techniques that can be applied to highlight fluctuations and deviation from what is considered “normal” or “healthy.”

In traditional statistical analysis, time series data consists of a sequence of data points, which can be analyzed over some period: stock market values, daily temperatures, social media posts, etc. Here, one of the key initial stages is to investigate the data to identify the change or shift points. These could be points that indicate a change in continuous casting segment performance, for example. Once these points have been identified, statistical parameters from the time series data are calculated. These parameters, for both the current time window and the previous window, are compared. Different techniques from the fields of traditional statistics, machine learning and data mining can be used to predict a shift. One approach could look to apply a Nearest Neighbor classifier that compares each window in the training set to previously learned time series instances. The current window \( Q[t - w, t] \), where \( Q \) is the continuous data stream, \( w \) is the window and \( t \) is the time series instance, is examined and if the time series distance falls below a certain threshold, then the engineers can be alerted. An individual data instance or record may consist of one or several features, e.g., the sensor reading, the confidence values and the sensor location. The sensor at a single time step is the record, and the sensor reading, the confidence value and the location are the features of the record. These features can be used to predict sensor readings. This terminology is widely recognized and originates from traditional statistical regression and analysis. The data records also have labels; the labels “normal” and “anomalous” can be used to describe continuous caster machine activity or behavior.

Sensor measurements hold rich information about a piece of equipment or a machine’s pre-failure conditions. The pre-failure conditions and patterns within these sensor measurements can be “learned” by sophisticated machine-learning algorithms to produce failure prediction models. There are two main proposed approaches to predicting failures from industrial big sensor data presented within this paper. These are failure prediction using classification techniques and failure prediction using anomaly detection methodologies. For anomaly detection methods, it is necessary to have labeled data to train a classifier to differentiate between anomalous and normal data instances. This approach of splitting the data into a training set and test set, for the algorithm to learn patterns in labeled instances for classification, is known as supervised learning. Unsupervised learning is usually considered for the case where the labels are unknown; these often include clustering algorithms. In addition to supervised and unsupervised learning approaches, there is a third learning type, known as semi-supervised learning. Semi-supervised approaches are generally considered for cases where only a small portion of the data set is labeled. Fig. 1 illustrates these three learning approaches.

Assigning the data with the labels “anomalous” or “normal” is usually a manual task and would require a domain expert to confirm that the labels have been correctly allocated. Due to the size and complexity of industrial big data sets, semi-supervised or unsupervised learning approaches are recommended.

Sensor-Based Failure Prediction Literature

Methodologies for failure prediction were first presented in the 1960s. Within the literature, model-based approaches, signal processing and knowledge-based methods are three main contributors to feature detection for fault diagnosis. Knowledge-based methods utilize expert knowledge of key fault mechanisms and precise mathematical models. The approaches aim to predict imminent failure by comparing the actual residual signal to the predicted behavior. Parameter estimation and expert systems are examples of
this type of approach. However, due to the harsh environment and the complex processes involved in steel manufacturing, it would be time-consuming to build and validate a model to achieve this. Methods for failure prediction utilizing signal processing focus on identifying faults in specific time and frequency windows. Signal operating features such as phase drift and amplitude can be successfully analyzed to determine a system’s health. For signal processing, data needs to be clean and complete. Industrial big data captured surrounding the continuous casting of steel is noisy and can contain inconsistencies resulting in incomplete data.

Advances in technology have led to the rise of “smart” objects (machines). These technological advances have driven a new paradigm shift in industrial production: Industry 4.0. Fig. 2 outlines the four major shifts brought on by Industry 4.0 innovations, where IoT sensing devices have been a key contributor. Traditional steel manufacturing companies have been forced to invest in technology to increase productivity and to ensure that their market share is held in today’s competitive market. With the exponential and continuous growth of big data, companies are keen to extract “value” from data to support data-driven decisions. There are a number of benefits in extracting value from industrial big data. These include predictive maintenance, improved machine performances, near-zero downtime and more. When continuous casting vessels are off-line for maintenance, significant costs are accumulated, relating to a loss in steel slab production. Hence, a small reduction in maintenance frequency would have a large impact on both efficiency and machine performance. There is limited existing literature for sensor-based failure prediction using machine-learning techniques for predictive maintenance. Recent literature includes failure detection in semiconductor manufacturing, tool wear prediction, wind turbine gearbox failure, etc. Both classification and anomaly detection have been identified as techniques that could be utilized to forecast abnormalities in logged sensor data captured during the continuous casting of steel. This paper focuses on evaluating these two key areas within the fields of data mining and machine learning. Different machine-learning algorithms require specific data pre-processing to first clean and convert raw data. Without pre-processing, the data failure prediction analysis is not feasible. Hence, the necessary stages of preparing big industrial data for machine learning failure prediction are discussed within this paper.

**Pre-Processing Techniques for Big Industrial Data**

Pre-processing industrial big data involves data cleaning (e.g., removing missing values, errors, outlier identification, etc.), data transformation (e.g., normalization, aggregation, feature engineering, etc.) and dimensionality reduction and integration (combining data from multiple data sources). Data cleaning focuses on removing inconsistencies from the data to create a reliable and accurate data set for further analysis. For cases in which multiple data sources need to be integrated, the task of data cleaning increases significantly. There are a number of tools available that can help support data cleaning, for example, OpenRefine, previously known as Google Refine. Data cleaning and statistical analysis tools will be particularly useful to help detect and remove redundant sensor readings, remove misspellings from maintenance log data, and help refine slab quality.
and control data captured surrounding the continuous casting of steel. In summary, data pre-processing holds benefits in terms of data accuracy, completeness, consistency and uniformity. Fig. 2 highlights these four key pre-processing stages of industrial big data for continuous casting of steel. These techniques are required to be performed prior to the deployment of machine-learning and data mining techniques.

**Machine-Learning Approaches to Failure Prediction**

Machine learning has been successfully applied to a variety of tasks for a range of applications. These tasks include classification, prediction, understanding, and discovering data structure and anomaly detection.

**Classification** — Classification-based approaches require records to be classified as either normal or anomalous. Examples of techniques include Bayesian networks, decision trees and rule-based classifiers, random isolation forests, and support vectors, where rules can be defined by a domain expert or configured through machine learning. Most classification algorithms usually require the anomalies to be removed so that the algorithm can learn the patterns that reflect the normal operating conditions. The unseen data instance can then be classified into the category labeled normal behavior, otherwise the instance can be flagged and classified as anomalous behavior. Some classifiers can be trained on data that contains both instances labeled normal and anomalous. However, this approach requires the support of a domain expert to help decide on appropriate rules to classify future data successfully. Table 1 outlines different machine-learning classification techniques for failure prediction and highlights their advantages, disadvantages and examples of applications.

There are a number of advantages to machine-learning classification-based approaches for industrial failure prediction. To summarize the results of Table 1, the testing stage of the process is relatively quick in comparison to other approaches. Unplanned downtime can have significant cost implications due to loss of production. Hence, for failure prediction in the continuous casting of steel, being able to deploy the model quickly and produce reliable results is vital. A further advantage of classification methods is that they can be applied in real time. Having data continuously fed into an automatically updating model would provide the required real-time diagnosis for continuous casting of steel. The model results could be used to populate a dashboard to inform casting engineers on the machine’s current condition. There are also a range of powerful algorithms to choose from for classification. Having a large selection of techniques to apply helps to ensure that an optimal caster performance model can be achieved.

Despite the clear advantages to classification-based approaches for industrial failure prediction, there are also a number of limitations. The data needs to have been pre-assigned with labels indicating normal and anomalous behavior. This would require a casting domain expert’s knowledge to validate the labeling of these instances, which would be a tedious and substantial task. Although classification algorithms have a quick testing phase, this is often counteracted by the significant time taken during the training phase.

**Figure 2**

*Industrial big data pre-processing for continuous casting of steel.*
For the continuous casting of steel, the training stage would require pre-processing large amounts of data, which has potential to be computationally challenging. The primary aim of classification algorithms is to classify categories of normal behavior; anomalies are usually highlighted as a secondary goal. However, for the continuous casting of steel, the key focus is on identifying occurrences of anomalous behavior to predict potential failures — the aim being to aid predictive maintenance and warn casting engineers of earlier signs of machine degradation.

**Anomaly Detection** — Anomalies are points, items, events, outliers, or observations that fail to conform to some normal or expected behavior. Anomaly detection focuses on identifying anomalous items; applications include fraud detection, medical diagnosis, errors in textual data, machine failure, etc. However, with advances in IoT, anomaly detection can be used

---

**Table 1**

<table>
<thead>
<tr>
<th>Classification technique</th>
<th>Description</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Successful literature application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian networks</td>
<td>Rule-based classifiers include techniques for classifying records using a series of “if [condition] then [conclusion].”  Techniques aim to explain normal operating conditions for a system through a series of learning rules. A confidence interval can be used to determine the intervals that normalize the percentage of training data that needs to be evaluated correctly by the rule.  - A well-studied machine-learning technique  - A support vector machine is a discriminative classifier. The techniques are formally defined by a separating hyperplane. For failure prediction in a two-dimensional space, this algorithm aims to separate a plane into two parts where instances in each class normal and anomalous lie on either side.  - One of the most efficient machine-learning techniques  - Powerful for data separation  - Scales well to high-dimensional data</td>
<td>- Use simple logic, hence are easy to interpret  - Rule reasoning can be explained to highlight why an instance has been flagged as an anomaly  - Able to quickly classify new records in real time</td>
<td>- Need to be carefully constructed to avoid infinite loops within rules  - Contractions can arise when a new rule is added  - For complex systems or processing, the rules can be complex and computationally costly  - Require an extensive subset of normal training records to ensure that the rules explain normal behavior</td>
<td>Disk drive failures are usually infrequent events; however, when a disk driver fails, it demands large costs. Bayesian approaches can be applied to predict disk drive failures based on drive internal condition measurements.</td>
</tr>
</tbody>
</table>
to support use cases such as health monitoring and predictive maintenance. There are three main types of anomalies: point anomalies (lie outside a normal boundary region), collective anomalies (a subset or collection of anomalies) or contextual anomalies (points located closely are similar; this can be likened to anomalies found in time series data). Contextual anomalies best describe the type of anomaly found in industrial sensor data. There are two main approaches for contextual anomaly detection:

- To define the potential contexts and utilize point anomaly detection methods for each context.
- To model the normal structure in the data and reduce contextual anomalies to points anomalies. This includes identifying the anomalies within a training set and predicting the expected behavior based on previous records. An anomaly is highlighted if there is a considerable difference between the observed and expected value.

### Anomaly Detection Techniques for Industrial Failure Prediction

<table>
<thead>
<tr>
<th>Classification technique</th>
<th>Description</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Successful literature application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Markov chains</td>
<td>A Markov chain is constructed using historical data and the chain is used to determine the sequence of probabilities. For anomaly detection, the probability of a new sequence occurring can be determined and the rare sequences can be identified as anomalies.</td>
<td>- Data-driven approach - Can achieve high accuracy and trade-offs with false positive and negatives</td>
<td>- Can be computationally expensive due to parameter estimation - Does not easily generalize - Not easy to scale to real-time operation</td>
<td>Markov chains can be applied to detect anomalous behavior in oil and gas pipeline pressure. The technique is applied to raw time series data, transferred into a Markov chain by a simple rule, and the transfer probability matrix of the Markov chain is calculated. The application considers two simple statistical features, mean and variance as the feature vector.</td>
</tr>
<tr>
<td>K-nearest neighbors</td>
<td>K-nearest neighbors uses a distance measure to determine a suitable distance or similarity measure between instances. For anomaly detection, the approach relies on the assumption that normal records occur in dense neighborhoods, while anomalies occur far from their neighbors.</td>
<td>- Data does not have to be pre-labeled as normal or anomalous - Data-driven assumptions regarding the distribution do not need to be considered.</td>
<td>- For big data, defining a distance measure can be challenging - Requires a large amount of computation for testing rather than during training.</td>
<td>Subsea valves are a crucial piece of equipment used to extract oil and natural gas. K-nearest neighbor algorithms can be applied to detect unusual valve behavior. This helps to assist maintenance engineers with condition-based monitoring.</td>
</tr>
<tr>
<td>K-means clustering</td>
<td>K-means clustering originates from signal processing and methods of vector quantization. K-means clustering focuses on partitioning the data into $k$ clusters where each cluster record belongs to the cluster with the nearest mean.</td>
<td>- Can be applied in real time - Fast testing phase in comparison to other unsupervised learning methods</td>
<td>- For big data, defining a distance measure can be challenging - Approach is aimed at identifying cluster records that share similar characteristics not for identifying anomalies</td>
<td>K-means clustering has been successfully applied to fault detection in railway condition monitoring. K-means clustering was used to find appropriate parameters to detect and diagnose misalignments faults. The method was able to diagnose faults to a high degree of accuracy.</td>
</tr>
<tr>
<td>Time series analysis</td>
<td>Time series analysis utilizes methods to analyze and forecast data over a particular time period. Time series methods for anomaly detection focus on forecasting a signal for some point and testing to see if this point deviates significantly from that forecasted. These points can then be identified as an anomaly.</td>
<td>- If the assumptions regarding the distribution of the data are satisfied, then results can be accepted with confidence</td>
<td>- There is a risk that multivariate contextual anomalies can go undetected - Assumptions regarding the distribution need to be satisfied</td>
<td>A well-known time series analysis method of predicting future points in time series data is auto-regressive integrated moving average. This method can be applied to predict vibration characteristics in rotating machinery. The approach was able to predict degradation trend of the machine and provide prognostics on the machine’s health condition.</td>
</tr>
<tr>
<td>Neural networks</td>
<td>Neural networks aim to simulate the operation of the human brain. They have been adopted into the field of anomaly detection to identify patterns in anomalous behavior.</td>
<td>- Well suited to applications where there are multiple time series paired with each other</td>
<td>- Can be difficult to interpret - Trained on data to learn normal class/classes</td>
<td>Neural networks can be applied to detect incipient faults in small and medium-sized induction motors. Measurements such as rotor speed and stator current are considered. Faults are detected to a high level of accuracy.</td>
</tr>
</tbody>
</table>
Machine-learning methods that consider anomaly detection for failure prediction in sensor data aim to learning normal clusters or groupings of data based on the spacing between sensor measurements. An anomaly score is calculated for each new measurement based on a distance measure assigned for pre-learned clusters. Normal operating condition (NOC) models are generated based on the learnt historical data for detecting abnormal operating conditions during machine operation.

Machine-learning methods for anomaly detection consider unsupervised and semi-supervised learning approaches for cases where there is no training data or the training data fails to meet the requirements for classification. A limitation of this approach is that there is no test set; therefore, it can be difficult to evaluate the performance. Table 2 outlines different anomaly detection methods for failure prediction and highlights their advantages, disadvantages and example applications.

There are a number of advantages to anomaly detection-based approaches for industrial failure prediction. To summarize the results of Table 2, the training stage of the process is relatively quick in comparison to supervised learning methods. It is beneficial to have a fast training phase for streaming data captured surrounding the continuous casting process to ensure that the model can efficiently process the real-time data. If the training phase were to be computationally expensive, then it would be infeasible to retrain the model. Model retraining is required periodically to ensure accuracy is maintained. A further advantage of anomaly detection methods is that they can learn complex patterns; methods such as neural networks can use hidden layers between input and output to model intermediary representation of the data which other algorithms are not able to do. This is advantageous to failure prediction for the continuous casting of steel as the process controls and monitors multiple parameters that have complex patterns. The ability to model additional data representations could provide further insight into failures associated with the process. Unsupervised anomaly detection methods can highlight faults without first pre-assigning training instances as anomalous and normal. This is beneficial, as it would significantly reduce data preprocessing that would otherwise require a domain expert to validate a large set of training instances. However, a domain expert would still be required to validate the results of an unsupervised algorithm’s output to ensure that the instances have been correctly identified.

However, similar to classification-based approaches for industrial failure prediction, there are also a number of limitations. For example, the K-nearest neighbors approach is memory-intensive and does not scale well to high-dimensional data. The continuous casting process considers high-dimensional data; hence this method would not be best suited to the application considered within this paper. A further disadvantage of unsupervised anomaly detection methods such as k-means cluster is that, for large data sets, identifying a meaningful distance function can be challenging. If the distance measure proves too challenging to identify, then alternate approaches may need to be explored for failure prediction in continuous casting. As mentioned previously, a further disadvantage to unsupervised methods is that although extensive input from the domain expert is not required, the process knowledge would still be required to validate the models output and also to fine tune critical levels.

Comparing Models and Deciding on the Best Approach for Failure Prediction in Continuous Casting of Steel

Fig. 3 illustrates a range of methodologies from fields of traditional statistical analysis, data mining and machine learning; in particular, suitable techniques to identify and forecast failures within industrial big sensor data. Fig. 3 shows that the decision to utilize either a classification-based approach or anomaly detection technique depends on the availability of labeled training data.

Classification-based approaches are applicable to predict failures if the training data is labeled, the number of anomalous and normal classes are balanced, and the data is not autocorrelated (i.e., one data point is not dependent on a previous data point). Where this is the case, rule-based random forests or support vector machines can be considered. However, for most IoT sources such as sensors, the data is often autocorrelated and unbalanced and anomalies are rare. Therefore, based on the size and complexity of data capture surrounding the continuous casting of steel, this study suggests that either an unsupervised or semi-supervised approach to failure prediction should be considered. This deduction of the suitability is largely due to the potential to only partially determine the health status of a continuous caster in historical data. These occurrences can be identified through aligning unplanned maintenance (known failures) events with fluctuations (deviations from what is considered normal behavior) in sensor measurements. Methods such as clustering provide the potential to build prognostic models for continuous casting of steel to forecast future vessel reliability.

Suggested System for Failure Prediction in Continuous Casting of Steel

Data mining technology brings new breakthroughs in failure prediction and active maintenance.
Predicting failures before they occur could dramatically improve operational performance and support more informed decisions regarding the scheduling of maintenance. Fig. 4 presents the proposed predictive maintenance system for the continuous casting of steel slabs. For steel manufacturers, this system would help to reduce the occurrence of premature replacement of key casting components and minimize downtime.

Fig. 4 illustrates the various stages involved in developing and deploying an on-line tool to predict real-time failure in the continuous casting of steel. A range of data is recorded at the Concast plant, including bearing flow, pressure, temperature or speed. This information is held at the server and data analysis tools can be used to pull the data into a workflow. The first stage is to adequately prepare and pre-process the data by removing missing values, filtering the data to only include relevant information over a specific time period, merging multiple data sources and recordings, etc. Visualization and exploratory analyses are performed before the data is split into a training set and a test set. The training set contains mainly normal data that represent the continuous caster operating under healthy performance. The training set also includes some labeled occurrences of anomalous data for instances where the historical data can be aligned with previous emergency maintenance logs. The key maintenance windows are extracted; this knowledge can be utilized to warn engineers of the different levels of urgency of the potential maintenance required. By being able to monitor the assets in real time, a range of effective preventive measure can be automatically prescribed through work orders. The recommendations and details of what specific maintenance actions should be carried out will require expertise knowledge to define pre-established rules, tolerances or known critical levels. Once the model has been trained and tested, the model can be deployed in real time, where sensor measurements and additional data sources can be automatically compared to predicted values. Here, boundaries can also be altered and adjusted if necessary. If the actual data differs significantly from previously identified patterns of normal behavior, then the required alert level will be triggered. This insight can be delivered to the caster engineers through a traffic light maintenance dashboard. This type of dashboard has a number of benefits such as increased visibility, improved scheduling and effective asset management.
This paper reviewed the suitability of two failure detection approaches, anomaly detection, and classification and their application to predict failures in the continuous casting of steels. It is clear that there is well-documented literature for the application of signal processing, knowledge-based and model-based approaches to failure prediction. However, there is less well-documented research to support the application of machine-learning techniques to extract value from industrial big data to predict failures and support predictive maintenance. Currently, there is no research to support a holistic approach to applying machine-learning methods to optimize maintenance scheduling of continuous casting of steel. Due to the continuous streaming of large volumes of data captured surrounding the continuous casting of steel process, this paper suggested an unsupervised or semi-supervised anomaly detection approach to identify failures. This is predominantly based on the computationally and time-expensive task of labeling training instances for classification.

To conclude, this paper provided insight to improve maintenance practices at large steel manufacturing companies such as Tata Steel UK. The ability to forecast and identify failures would be highly beneficial for a number of reasons. Failure detection methods present the potential to determine the frequency of failure, how often the failures occur and which components fail most frequently. The methods will provide further insight on the quality of available information and ease of detecting failures from the current data captured. It will also determine if there are specific failures for key components that can be more simply identified and forecasted, and if certain failure types are harder to predict. In addition, a further key benefit is the added knowledge on the impact the severity of the failure has on the continuous casting process. Future work will look to identify how different machine failures within continuous casting of steel influence both the productivity and the quality of steel produced.
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